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a)

b)
<)

Load the 3 dimension accelerometer data and the 3 dimension gyroscope
date. Subsample the raw IMU data at 1/10 of the original sample rate.

Filt each dimension of the raw data using a low pass filter.

For each gesture, randomly split the 5 training files to a training set of 4
and a test set of 1.
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Cluster all the training data (6 dimension data) to 9 clusters using K-means
algorithm. Store the 9 centroids for later use. The clustering results of all the
training data are shown in Fig. 1. It is pretty clear that there are 6 different
patterns in the figure, corresponding to the 6 gestures.
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Fig. 1 K-means clustering results of all training data
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Initialize the parameters of a left-right HMM for each gesture, which are A, B
and PI, with the training observation sequence.
a) Aisa 7X7 matrix in which A;; means the probability of transition from

b)

state S; to state §;.Initially, set all the diagonal elements A, =111 11,
where d is the duration of state. Then set all the elements !« ! 1! !
which satisfies j! !'! |. Lastly, set the element An. ! ! —1;;, which
means the probability from the end state to start state.

Bisa 7x! matrix in which B» means the probability of emission from
state S, to Si.The initial B is uniformly distributed.

Plisa 7! | matrix in which !"; means the probability of state sequence
start with state S,. Initially, set the first element of PI to 0.5, and the rest
elements of PI are uniformly distributed.
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Train a HMM for each of the gestures. Forward-Backward algorithm and
Baum-Welshi algorithm are used to train the model.
a) Forward algorithm with scaling
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b) Backward algorithm with scaling
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c) Baum-Welshi algorithm
Baum-Welch algorithm utilizes forward and backward variables to
update model parameters. The algorithm calculates two other variables,
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Then the parameters are updated,
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d) The likelihood of the observation sequence ! given the parameters !
can be computed by
IPIOPIN L LY I
e) Repeat the above a) to d) steps till the likelihood !"#!! 10!A!' I converge.

Store the current parameters as the trained model.
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a) For the test IMU data, first cluster it using the above k-means centroids.
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The clustering result is the observation sequence.
b) Compute the likelihood of the observation sequence using the HMM of
each of the gestures.
c) Find the maximam likelihood, the corresponding gesture is the gesture

recognition result.
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Cross validation can be used to find the optimal number of states and number
of observation clusters. Set the search range of state numbers to 4 to 10 and
set range of cluster numbers to 4 to 15. For each pair of state number and
cluster number, train and test the HMMs for 10 times, then take the mean of
the recognition correct rate over the 10 times. All the results are shown in

Table 1.

Table 1 Correct rate from cross validation (in %)
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The gesture recognition results of all data are shown in Table 2. The overall

recognition correct rate is 100%.

Table 2 Recognition results (Likelihood)

Model beat3 | beat4 | circle | eight inf wave | Result
Data
beat3 01 1D1 1D1 1D1 1D1| beat3
beat3 02 1D1 1D1 1D1 1D1| beat3
beat3 03 1D1 1D1 1D1 1D1| beat3
beat3 06 1D1 1D1 1D1 1D1| beat3
beat3 08 1D1 1D1 1D1 1D1| beat3
beat4 01 1D1 1D1 1D1 1D1| beatd
beat4 03 1D1 1D1 1D1 1D1| beatd
beat4 05 1D1 1D1 1D1 1D1| beatd
beat4 08 1D1 1D1 1D1 1D1| beatd
beat4 09 1D1 1D1 1D1 1D1| beatd
circle1?2 1D1 1D1 1D1 1D1 1D1| circle
circle13 1D1 1D1 1D1 1D1 1D1| circle
circle14 1D1 1D1 1D1 1D1 1D1| circle




circlel7 1D1 1D1 1D1 1D1 1D1| circle
circle18 1D1 1D1 1D1 1D1 1D circle
eight01 1D1| 1D1| 1D1 1D1| 1D1| eight
eight02 1D1| 1D1| 1D1 1D1| 1D1| eight
eight04 1D1| 1D1| 1D1 1D1| 1D1| eight
eight07 1D1| 1D1| 1D1 1D1| 1D1| eight
eight08 1D1| 1D1| 1D1 1D1| 1D1| eight
infl1 1D1 1D1 1D1 1D1 inf
infl13 1D1 1D1 1D1 1D1 inf
infl6 1D1 1D1 1D1 1D1 inf
inf18 1D1 1D1 1D1 1D1 inf
inf112 1D1 1D1 1D1 1D1 inf
wave(O1 1D1 wave
wave(2 1D1 wave
wave(3 1D1 wave
wave(05 1D1 wave
wave(7 1D1 wave
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1. Make sure the ‘code’ folder is in the Matlab’s ‘current folder’.

2. Make sure the test files are in the ‘test’ folder, this folder should also be in
the Matlab’s ‘current folder’

3. Run the ‘test_script.m’ file to get the recognition results.

4. 1If you would like to train new HMMs, please run the ‘train_script.m’ file
section by section.



